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Cell-free DNA (cfDNA) has emerged as a promising biomarker in various clinical applications, 

particularly in cancer detection, prenatal diagnostics, and disease monitoring. Accurate 

classification of cfDNA sequences is crucial for improving diagnostic reliability and enabling 

timely clinical decisions. This study investigates the application of machine learning models—

Decision Tree (DT), Support Vector Machine (SVM), and Deep Neural Network (DNN)—for 

classifying cfDNA sequences using k-mer-based feature extraction, with k set to 3. A total of 

3,000 DNA sequences comprising both normal and tumor-derived samples were transformed 

into numerical feature vectors based on the frequency of 3-mer patterns. The models were trained 

and evaluated using standard metrics including accuracy, precision, recall, and F1-score. 

Experimental results demonstrate that the DNN model achieved the highest classification 

performance, effectively distinguishing between normal and tumor cfDNA. In contrast, the DT 

and SVM models exhibited relatively lower performance, particularly in identifying normal 

sequences. The study also addresses challenges such as class imbalance and limitations of simple 

k-mer representations. These findings highlight the potential of deep learning approaches in 

improving cfDNA sequence analysis and open avenues for future research using more complex 

models, larger datasets, and feature engineering techniques to enhance classification accuracy 

and clinical applicability 
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1. Introduction 

Cell-free DNA (cfDNA) refers to DNA fragments that circulate in the bloodstream, typically originating 

from cellular processes such as apoptosis or necrosis. In the context of cancer, cfDNA often contains critical 

information related to genetic mutations, making it a promising tool for non-invasive diagnostics. In recent 

years, cfDNA analysis has garnered significant attention in the fields of bioinformatics and precision medicine. 

Given the vast volume of genetic data and the high biological complexity, computational approaches such 

as machine learning (ML) have emerged as effective solutions for extracting mutational patterns from cfDNA 

data. Models like Random Forest and Support Vector Machine have been widely used for biological data 

classification due to their robustness in handling high-dimensional datasets. Furthermore, Deep Neural 

Networks (DNN) have shown increasing potential in genomic data processing, particularly due to their 

capability to learn complex feature representations. 

However, the primary challenge in cfDNA analysis lies in accurately distinguishing between normal and 

mutated DNA sequences. Therefore, this study aims to evaluate and compare the performance of ML models 

in classifying cfDNA fragments using a k-mer segmentation approach. 

In their study Modern Deep Learning in Bioinformatics, highlighted how advancements in deep learning 

have significantly transformed bioinformatics analysis, particularly in processing DNA and RNA data[1]. 

Models such as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) have been 

proven to recognize patterns in genetic sequence data, enabling more accurate predictions in various 
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bioinformatics applications, including DNA motif identification, genome mapping, as well as gene function 

classification and annotation. This study demonstrates that the implementation of deep learning not only 

enhances the accuracy of DNA sequence analysis but also accelerates the identification of genetic patterns, 

which previously required longer processing times using conventional methods. 

In their study Bioinformatics Analysis for Circulating Cell-Free DNA in Cancer, demonstrated how 

bioinformatics analysis can be utilized for the detection and classification of cell-free DNA (cfDNA) in cancer 

studies[2]. Cell-free DNA, found in blood plasma, can serve as an important biomarker for early cancer 

diagnosis. This study applied a machine learning-based approach to analyze DNA sequences, showing that this 

method can improve sensitivity and specificity in detecting genetic variations associated with cancer. By 

utilizing machine learning algorithms, cfDNA analysis becomes faster and more accurate compared to 

conventional methods. 

Explain that the k-mer-based approach in machine learning can enhance DNA classification accuracy by 

optimizing genetic data processing [3]. The study A Machine Learning Approach for Classifying LTR-

Retrotransposons in Plant Genomes Using k-mer-Based Features develops a k-mer method for classifying LTR-

retrotransposons in plant genomes, demonstrating that k-mer-based analysis enables more accurate 

identification of genetic elements [4]. In their research titled DNA Sequence Classification Using k-mer-Based 

Vector Representations, add that k-mer-based vector representations can transform DNA sequences into 

numerical vectors, thereby improving the efficiency of machine learning models in classifying genetic data [5]. 

The study An Open-Source Machine Learning Tool for Fast and Accurate HIV-1 Subtype Classification 

Using k-mer-Based Analysis applies a k-mer-based machine learning method for HIV-1 genome subtype 

classification, proving to be faster and more accurate than conventional methods [6]. In the study Optimization 

of Support Vector Machine (SVM) for Predicting Mutations in Hepatitis C Virus (HCV) DNA, optimized the 

SVM algorithm to detect mutations in HCV DNA using various kernels and the Levenshtein Distance method, 

demonstrating that hyperparameter optimization can improve accuracy up to 99.8% [7]. Meanwhile, in their 

research Implementation of Deep Neural Network Method on Classification of Type 2 Diabetes Mellitus 

Disease, implemented the Deep Neural Network (DNN) method for classifying Type 2 diabetes mellitus, 

showing that hyperparameter tuning enhances model performance, indicating that DNN has the potential to be 

applied in k-mer-based DNA sequence classification [8]. 

According to using machine learning and pattern matching techniques for DNA sequence classification can 

significantly improve both accuracy and efficiency [9]. In their study, the Linear SVM algorithm outperformed 

other algorithms, such as FLPM and PAPM, in terms of accuracy. Their findings indicate that the choice of 

pattern length plays a crucial role in both performance and time complexity. The rapid progress in deep learning 

models has significantly contributed to the field of modern bioinformatics. highlighted the crucial role of deep 

learning in processing large-scale biological and biomedical data, and discussed its future development in 

increasingly complex bioinformatics tasks [10]. In line with this, emphasized that [11], although deep learning 

originates from machine learning, its capabilities have now surpassed traditional methods in handling large and 

complex omics data, opening up opportunities for the development of more adaptive and efficient algorithms 

and theories. The foundational concept of deep neural networks (DNN), artificial neural systems with multiple 

layers designed to mimic the human brain’s pattern recognition, was presented by [12]. These networks are 

widely used in decision-making processes across various fields. 

In addition to theoretical applications, DNNs have shown tangible results in medical prediction tasks. For 

instance, developed a DNN model to detect diabetes with an impressive 88% accuracy [13], leveraging 

techniques such as data preprocessing, normalization, feature selection, and meticulous hyperparameter tuning. 

A similar study by [14] the effectiveness of a stacked autoencoder model for diabetes classification, achieving 

86.26% accuracy on the Pima Indians dataset, highlighting the success of neural models in healthcare data 
classification. On a different note, introduced an innovative approach for DNA sequence classification that does 

not rely on traditional training parameters [15]. Instead, he utilized compression algorithms like Gzip, Brotli, 

and LZMA to enhance efficiency without sacrificing accuracy. This method provides an alternative that uses 

fewer computational resources compared to conventional machine learning techniques, marking a significant 

advancement in genomic data classification. This shift from using deep learning in health data analysis to DNA 

sequence classification demonstrates the broad potential of modern bioinformatics, spanning disease prediction 

and genomic analysis across species. 

 

2. Research Methodology 

The research methodology consists of several stages, including dataset preparation, preprocessing, model 

training and testing.  
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a. Dataset Preparation 

The dataset used in this study consists of a DNA sequence comprising 126,033 base pairs (bp). The 

sequence was fragmented using a k-mer approach with a k value of 3, resulting in a total of 630 DNA 

fragments. 

b. Preprocessing 

Each DNA fragment was encoded into a numerical representation based on k-mer frequency. The data was 

then split into two sets: 80% (504 fragments) for training and 20% (126 fragments) for testing purposes. 

c. Model Training and Testing 

Three machine learning models were trained and evaluated: 

1)  Random Forest 

2)  Support Vector Machine (SVM) 

3)  Deep Neural Network (DNN) 

 

 

 

 

 

Figure 1. Research Methodology 

 

3. Results and Discussion 

The evaluation results revealed that the Random Forest model achieved the highest accuracy at 71%, 

followed by SVM with 70%, and DNN with 67%. Despite these differences, all three models demonstrated a 

similar pattern: they performed better in classifying mutated DNA fragments than in recognizing normal ones. 

For instance, Random Forest achieved a recall of 0.99 for the mutation class but only 0.08 for the normal class. 

This imbalance is likely due to the skewed class distribution in the dataset (88 mutation vs. 38 normal) and the 

possibly higher complexity of features in normal sequences, which the models failed to capture effectively. 

These findings highlight the need for better dataset balancing techniques and more advanced feature extraction 

strategies. While the DNN model showed potential as a deep learning-based approach, it may require further 

optimization in terms of architecture and hyperparameter tuning. On the other hand, although SVM failed to 

correctly predict any normal DNA fragments (recall = 0), it demonstrated high precision for the mutation class. 

Future work should focus on employing sampling methods such as SMOTE or ADASYN to balance the 

training data and applying techniques like sequence embeddings, attention mechanisms, or transformer-based 

models to better capture subtle patterns in normal DNA. These improvements may enhance generalization and 

classification robustness across diverse cfDNA samples. 

 

Model performance was assessed using accuracy, precision, recall, and F1-score metrics. 

 

DNA Length: 126,033 base pairs (bp) 

Total Fragments: 630 

Total Data Samples: 630 

Training Data: 504 samples 

Testing Data: 126 samples 

 

 

a. Random Forest 

Table 1. Model Evaluation Random Forest 

 precision recall f1-score support 

     

normal 0.75 0.08 0.14 38 

mutation 0.71 0.99 0.83 88 

accuracy   0.71 126 

marco avg 0.73 0.53 0.49 126 

weighted avg 0.72 0.71 0.62 126 

 

Dataset Preparation Preprocessing Model Training and Testing 
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Figure 2. Confusion Matrix Random Forest 

 

Confusion matrix of the Random Forest model showing high accuracy in predicting mutation class (87 true 

positives), but poor performance in classifying normal DNA (only 3 true negatives). 

 

b. Support Vector Machine (SVM) 

 

Table 2. Model Evaluation Support Vector Machine 

 precision recall f1-score support 

     

normal 0.00 0.00 0.00 38 

mutation 0.70 1.00 0.82 88 

accuracy   0.70 126 

marco avg 0.35 0.50 0.41 126 

weighted avg 0.49 0.70 0.57 126 

 

 
Figure 3. Confusion Matrix Support Vector Machine 

 

 Confusion matrix of the SVM model showing perfect prediction for mutation class (88 true positives) but 

complete failure in identifying normal DNA (0 true negatives, all 38 misclassified). 

 

c. Deep Neural Network (DNN)  

 

Table 3. Model Evaluation Deep Neural Network 

 precision recall f1-score support 

     

normal 0.38 0.13 0.20 38 

mutation 0.71 0.91 0.80 88 

accuracy   0.67 126 

marco avg 0.55 0.52 0.50 126 

weighted avg 0.61 0.67 0.62 126 
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Figure 4. Confusion Matrix Deep Neural Network 

 

d. Model Accuracy Summary 

The evaluation results indicate that the Random Forest model achieved the highest classification accuracy at 

71%, followed closely by the Support Vector Machine (SVM) with 70%, and the Deep Neural Network (DNN) 

with 67%. Despite these differences in overall accuracy, all three models showed a common tendency: they 

performed significantly better in identifying mutated cfDNA fragments than normal ones. 

For instance, Random Forest achieved a recall of 0.99 for the mutation class, but only 0.08 for the normal 

class, revealing a strong classification imbalance. This discrepancy suggests that while the models are effective 

in detecting patterns associated with mutations, they struggle to generalize to the more complex or 

underrepresented normal DNA sequences. These results underscore the need for improved class balancing and 

feature representation in future work. 

 

 
Figure 5. Accuracy Model 

 

Distribution of the Top 20 Most Frequent k-mers in cfDNA Fragments 

 
Figure 6. Distribution k-mers 
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This bar chart illustrates the frequency of the 20 most common k-mers (k=3) identified from the DNA 

sequence, highlighting dominant patterns that may contribute to mutation classification. 

4. Conclusion 

This study confirms that Random Forest, SVM, and DNN are viable machine learning models for 

classifying cell-free DNA (cfDNA) fragments based on k-mer features. Among the models evaluated, Random 

Forest achieved the highest overall accuracy. However, all models exhibited a noticeable bias toward 

accurately classifying mutated DNA, while struggling with normal sequences, likely due to class imbalance 

and feature complexity. These findings highlight the importance of improving data representation and 

distribution. Future research should investigate advanced data balancing techniques, such as SMOTE, as well 

as refined feature engineering or embedding-based representations to enhance classification robustness and 

model generalizability across diverse cfDNA datasets. 
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